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Abstract: This study aims to estimate item parameters in Item Response Theory (IRT) using the 
Bayesian Markov Chain Monte Carlo (MCMC) method in the context of Islamic schools in Pekalongan 
Regency/City, where small sample sizes pose a challenge. Unlike conventional methods such as 
maximum likelihood estimation, which tend to yield biased results with limited data, Bayesian MCMC 
incorporates prior knowledge and contextual information to improve estimation accuracy. Simulated 
datasets with varying sample sizes (30, 100, 300, 1000) and item numbers (10, 25, 30, 40) were used to 
compare the performance of Bayesian MCMC with traditional IRT methods. The results show that 
Bayesian MCMC produces more stable and accurate estimates, particularly in small-sample 
conditions. These findings suggest that Bayesian approaches are effective for psychometric analysis 
in Islamic education settings. The study concludes that Bayesian MCMC is a valuable method for 
improving the robustness of item parameter estimation in limited-data contexts. 
Keywords: Bayesian Methods; Educational Assessment; Islamic Schools; Item Response Theory (IRT); 
Markov Chain Monte Carlo (MCMC). 

How to Cite: Gunawan, M. A., Adnan, N. S. M., & Setiawan, A. (2025). IRT parameter estimation with Bayesian 
MCMC methods for small samples in Islamic schools. Measurement In Educational Research, 5(1), 7-15. 
https://doi.org/10.33292/meter.v5i1.378 

INTRODUCTION  

Item Response Theory (IRT) has played a crucial role in educational assessment, 
particularly in modeling the relationship between students' latent traits (such as abilities or 
knowledge) and their responses to test items. The application of IRT offers numerous 
advantages, such as providing more detailed diagnostic information about individual 
performance and improving the quality of test design (Embretson & Reise, 2013). However, 
the use of IRT models typically requires large sample sizes to produce reliable parameter 
estimates. In educational contexts where data collection is limited, such as in rural or small-
scale schools like many Islamic schools in Indonesia, obtaining sufficient sample sizes is 
often a challenge. This issue becomes particularly important in evaluating student 
performance in under-resourced or specialized educational environments (J. P. Fox, 2010). 
Addressing this limitation is critical for improving the quality of educational measurement in 
these settings, ensuring that all students are assessed equitably regardless of institutional 
size. 

Despite the well-documented benefits of IRT, there is a significant gap in the research 
regarding its application in contexts with small sample sizes. Traditional IRT models are often 
sensitive to sample size, and small samples can lead to unstable parameter estimates, 
making it difficult to draw meaningful inferences about student ability (Linden & Hambleton, 
1997). Current research tends to focus on large-scale educational settings, leaving small-
scale or specialized schools, such as Islamic schools, underrepresented in the literature (Cao 
et al., 2022; Zhang et al., 2022). In particular, studies that explore advanced statistical methods 
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capable of compensating for small sample sizes, such as Bayesian estimation techniques, 
are limited. Addressing this gap is crucial for ensuring that smaller educational institutions 
can benefit from the sophisticated measurement capabilities of IRT without sacrificing 
accuracy due to sample size constraints (Hambleton et al., 1991). 

Recent advances in Bayesian methods, particularly the use of Markov Chain Monte Carlo 
(MCMC) for parameter estimation, have shown promise in improving IRT models' perfor-
mance with small samples (Fabreti & Höhna, 2022; Hanada & Matsuura, 2022; South et al., 
2024). Bayesian methods differ from traditional maximum likelihood approaches by incorpo-
rating prior information into the estimation process, allowing for more robust parameter 
estimates when data is limited (Chater et al., 2020; J. P. Fox, 2010; Pane et al., 2018; van de 
Schoot et al., 2021; Wilson et al., 2022). Some studies have demonstrated that the use of robust 
priors, such as the Cauchy prior, can mitigate the biases typically associated with small 
sample sizes, offering more reliable results(Assaf et al., 2021; Kaikkonen et al., 2021; Kaplan, 
2021; Khosravi-Farmad & Ghaemi-Bafghi, 2020; Lotfi et al., 2022; Lyle et al., 2020; Nishio et 
al., 2023; Srivastava & Xu, 2020; Stone & Zhu, 2015; Taka et al., 2020). Additionally, the use of 
MCMC sampling in Bayesian frameworks has been increasingly applied in educational 
research, particularly in contexts where data is scarce or expensive to collect (Bürkner, 2019; 
Mohammadi & Rezaei, 2020; Natesan, 2011; Plummer, 2024; Vasishth et al., 2023). However, 
while promising, these methods are not yet widely adopted in educational settings like Islamic 
schools, where the combination of small samples and unique educational frameworks 
presents additional challenges(Houts et al., 2018; Lüdtke et al., 2021; Rainey & McCaskey, 2021; 
Vaheoja, 2019). 

Given the gaps in the application of IRT in small sample contexts and the potential of 
Bayesian methods to address these issues, this study seeks to answer the following research 
question: How can innovative Bayesian MCMC methods improve IRT parameter estimation in 
small sample settings, specifically within Islamic schools in Indonesia? This question is 
grounded in the need to explore statistical methods that maintain the robustness of 
parameter estimates even when sample sizes are below traditional thresholds. By focusing 
on Islamic schools, this study also aims to provide insights into the unique challenges faced 
by smaller educational institutions that may lack the resources or access to large-scale 
testing programs (Avvisati, 2020; Deonovic et al., 2020). 

This study is significant for several reasons. First, it seeks to address a major gap in the 
current literature by investigating how advanced Bayesian methods can be adapted to educa-
tional contexts with small samples. Second, by focusing on Islamic schools in Indonesia, the 
study provides insights into a unique and underrepresented educational sector, where 
traditional assessment methods may not be as effective. The findings have the potential to 
inform policy decisions and improve assessment practices in similar contexts globally, 
particularly in rural or specialized educational settings. Moreover, the study contributes to 
the broader field of educational measurement by exploring the practical applications of 
innovative statistical methods in real-world educational environments (Linden & Hambleton, 
1997). 

The primary hypothesis of this study is that Bayesian MCMC methods with robust priors, 
such as Cauchy priors, will produce more accurate IRT parameter estimates compared to 
traditional maximum likelihood estimation in small sample contexts. Specifically, it is ex-
pected that the Bayesian approach will result in more stable estimates of item difficulty, 
discrimination, and guessing parameters, even when sample sizes are significantly smaller 
than typically required for IRT models. This hypothesis is based on previous research demon-
strating the effectiveness of Bayesian methods in compensating for small sample sizes 
through the incorporation of prior information (Assaf et al., 2021; Chater et al., 2020; J.-P. Fox, 
2010; Kaikkonen et al., 2021; Lotfi et al., 2022; Pane et al., 2018; van de Schoot et al., 2021; Wilson 
et al., 2022). Furthermore, this study hypothesizes that the application of these methods in 
Islamic schools will demonstrate their practical utility in real-world educational assessment, 
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ultimately leading to improved decision-making processes in student evaluation (Chang-Tik, 
2022; Shepard et al., 2018).  

METHOD 

This study employs a Bayesian Markov Chain Monte Carlo (MCMC) approach to estimate 
item parameters within the framework of Item Response Theory (IRT), focusing on the unique 
context of Islamic education. Simulated datasets with varying sample sizes—30, 100, 300, and 
1000—and different test lengths of 10, 25, 30, and 40 items allow us to systematically assess 
the impact of these variables on the effectiveness of Bayesian MCMC compared to traditional 
Maximum Likelihood Estimation (MLE) techniques. The simulations use a two-parameter 
logistic model (2PLM) to capture essential item characteristics such as discrimination and 
difficulty, omitting the guessing parameter present in the 3PLM (Hambleton et al., 1991). These 
combinations of sample sizes and test lengths, including (30, 10), (100, 25), (300, 30) and (1000, 
40), reflect the specific educational settings and learning outcomes of Islamic schools, while 
latent trait distributions simulate the diversity of student populations. Prior knowledge 
parameters are informed by recent 2022-2024 student learning outcome reports, ensuring 
that the priors are rooted in empirical data and relevant to the assessment practices in 
Islamic education (Islam et al., 2021; Sukenti et al., 2021). 

Data analysis is conducted using the rjags package in R, implementing Bayesian MCMC 
algorithms to estimate item parameters. MCMC chains are run for a sufficient number of 
iterations to ensure convergence, with diagnostic tools used to assess stability and mixing. 
The posterior distributions generated from the MCMC process provide robust estimates of 
the uncertainty surrounding each parameter (Hanada & Matsuura, 2022; Neklyudov et al., 
2020; Plummer, 2024). We evaluate the performance of Bayesian MCMC estimates by com-
paring them to MLE across various sample sizes using metrics like bias, root mean square 
error (RMSE), and coverage probabilities (Lüdtke et al., 2021). Sensitivity analyses explore 
how different priors affect parameter estimates in small samples, emphasizing the robust-
ness of the Bayesian approach, particularly in the context of Islamic schools (Sukenti et al., 
2021). 

RESULTS AND DISCUSSION 

The results of this study indicate that MLE consistently has higher Bias and RMSE values 
compared to MCMC, especially for the parameter a in P1, where MLE Bias reaches -3,353, 
while MCMC Bias is significantly lower at -0.846. This suggests that MLE struggles with 
accurately estimating certain parameters, leading to larger deviations from the true value. In 
contrast, MCMC demonstrates greater precision, with Bias values consistently closer to zero 
and lower RMSE, indicating more accurate and reliable parameter estimations. 

Table 1. Comparison of Bias and RMSE for MLE and MCMC Parameter Estimations 

Parameter 
MLE MCMC 

Bias RMSE Bias RMSE 

(a)P1 -3,353 10,609 -0,846 0,944 
(b)P1 0,273 1,591 0,538 1,152 
(theta)P1 -1,540 6,100 -0,359 1,071 
(a)P2 -0,865 2,991 -0,980 0,982 
(b)P2 0,004 0,955 -0,352 1,174 
(theta)P2 -0,431 1,973 -0,024 0,991 
(a)P3 -1,459 4,163 -1,004 1,004 
(b)P3 0,273 1,170 -0,159 0,849 
(theta)P3 -0,593 2,666 0,027 0,995 
(a)P4 -0,909 1,499 -1,008 1,008 
(b)P4 -0,258 1,082 0,198 1,054 
(theta)P4 -0,584 1,290 0,020 0,980 
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For instance, the MLE-RMSE for a in P1 is 10,609, whereas MCMC-RMSE for the same 
parameter is only 0.944, highlighting MCMC’s ability to reduce error. Across other parameters 
and conditions, such as b in P2 and θ in P3, MCMC continues to show better performance with 
lower Bias and RMSE. These results suggest that MCMC is the preferred method for complex, 
multidimensional estimations in this research, as shown in Table 1. 

Figure 1, represents the differences between the MLE and MCMC estimations across all 
treatments. 

 

Figure 1. Comparison of Bias and RMSE Between MLE and MCMC Parameter Estimation Methods 

Figure 1, show that for Treatment 1, MLE exhibits substantial bias and error. The MLE Bias 
(blue line) starts at a value below -4,000, indicating a significant underestimation of the treat-
ment effect. In contrast, the MLE RMSE (orange line) reaches a peak of nearly 10,000 for 
Treatment 1, signifying considerable error in estimation. This suggests that MLE struggles to 
estimate the true effect size accurately under certain treatment conditions, especially in the 
early stages. The combination of high bias and high RMSE in Treatment 1 reflects the poor 
performance of MLE for that specific treatment. As the treatments progress (from Treatment 
2 onward), the MLE bias reduces slightly, but it remains variable, with slight overestimations 
and underestimations in other treatments. 

From Treatment 2 to Treatment 4, the MLE method’s bias improves, fluctuating closer to 
zero, but it still shows some inconsistency. The MLE RMSE reduces from its peak at Treatment 
1 but still exhibits high values between 2,000 and 3,000, indicating lingering estimation errors. 
In Treatment 3, for instance, the MLE bias approaches 0, but RMSE is still around 2,500, 
meaning the method is more accurate in estimating the treatment effect but still prone to 
error. These fluctuations imply that while MLE can deliver more accurate estimates for some 
treatments, it is not uniformly reliable across all treatments. The high RMSE values observed 
in multiple treatments reinforce the instability of the method, particularly for treatment 
effects with high variability or complex interactions. 

On the other hand, the Bayesian MCMC method provides far more stable results across all 
treatments. The MCMC Bias (gray line) consistently stays close to zero, fluctuating between 
-500 and 500 across all treatments, indicating minimal bias in estimating the true effects. In 
Treatment 1, where MLE demonstrated significant bias and error, MCMC Bias is only slightly 
negative, around -200, demonstrating that MCMC estimates the treatment effect far more 
accurately. Similarly, the MCMC-RMSE (yellow line) remains low and steady, consistently 
hovering around 500 across all treatments. This stability shows that MCMC offers more 
reliable treatment effect estimates, minimizing both bias and error compared to MLE. 

The findings of this study on item response theory (IRT) parameter estimation using 
Bayesian Markov Chain Monte Carlo (MCMC) methods have profound implications for Islamic 
education, particularly given the unique curricular demands faced by Islamic schools. These 
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institutions operate under a dense curriculum that includes general subjects such as mathe-
matics, science, and language arts while also requiring deep engagement with religious 
studies, including the Qur'an, Hadith, Fiqih, and Aqidah Ahlaq. This dual focus creates a distinct 
educational environment where assessment practices must effectively measure both secular 
and religious knowledge, making the need for reliable measurement methods even more 
critical. 

The integration of religious education alongside general subjects results in a complex and 
multifaceted learning environment. Students must achieve proficiency in diverse disciplines 
while developing a solid foundation in their faith, which poses significant challenges for 
educational assessment. The superior performance of MCMC in providing accurate estimates 
of IRT parameters is particularly relevant in this context, especially given that Islamic schools 
often cater to small class sizes and diverse student populations. Traditional estimation 
methods like Maximum Likelihood Estimation (MLE) can yield biased results, as demonstrat-
ed in this study. MCMC’s ability to produce reliable parameter estimates can help educators 
develop more equitable assessments that accurately reflect students' capabilities, ensuring 
that all students are evaluated fairly across both secular and religious subjects. 

In comparison to the findings of this study, several previous research efforts have demon-
strated similar advantages of using Bayesian MCMC methods over traditional approaches like 
Maximum Likelihood Estimation (MLE) in educational measurement. For instance, (Asosega 
et al., 2022; Candès & Sur, 2020; Urban & Bauer, 2021) highlighted that MLE tends to perform 
poorly in scenarios involving small sample sizes or high-dimensional data, resulting in high 
root mean square error (RMSE) values, as also seen in this study. In contrast, MCMC consis-
tently yields lower RMSE and bias values (Tolba, 2022), indicating its superior capacity for 
parameter estimation under such challenging conditions. The present research echoes this 
result, particularly for parameter a in Treatment P1, where MLE’s RMSE exceeded 10,000, 
while MCMC remained under 1,000, reaffirming MCMC's robustness. 

Additionally, the findings align with (Alsefri et al., 2020; Buyl & De Bie, 2020; Herrera et al., 
2022), who similarly observed that Bayesian methods minimize bias in parameter estimation, 
especially when handling sparse data. This study corroborates that MCMC delivers more 
stable and less biased estimates, crucial in Islamic schools, where diverse student popula-
tions and small class sizes often complicate assessment accuracy. (Hoofs et al., 2018; Tian et 
al., 2024; van de Schoot et al., 2021) also support these findings, suggesting that MCMC's ability 
to incorporate prior distributions allows for more stable and nuanced estimation of para-
meters, even in sparse or multidimensional data contexts. 

On the technical side, (Nijkamp et al., 2020) also found that MCMC provides superior stabi-
lity in parameter estimates compared to MLE, particularly across multiple treatments and 
diverse educational models. The current study’s results, showing consistently lower RMSE 
values for parameters b and θ across different treatments, further bolster these findings. 
However, the computational challenges associated with Bayesian MCMC, highlighted by 
(Fabreti & Höhna, 2022; Hanada & Matsuura, 2022; Neklyudov et al., 2020), are consistent with 
this research. They caution that while MCMC improves accuracy, its implementation can be 
resource-intensive, a limitation that this study also acknowledges. The resource-intensive 
nature of MCMC may pose challenges for large-scale assessments, as noted in previous 
studies (Papamarkou et al., 2024). However, the potential benefits of enhanced accuracy and 
reliability in educational measurement could outweigh these challenges, particularly in high-
stakes environments where precision is critical. 

CONCLUCION 

The results of this study indicate that Bayesian MCMC methods can significantly enhance 
measurement and assessment practices within Islamic education. By effectively addressing 
the complexities of a curriculum that integrates both secular and religious subjects, MCMC 
offers a reliable framework for evaluating student performance. This approach not only 
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fosters more accurate assessments but also aligns with the goals of Islamic education 
cultivating knowledgeable, ethical individuals prepared to navigate both academic and moral 
challenges. As Islamic schools evolve, adopting innovative assessment methods will be 
crucial for meeting diverse student needs and contemporary educational demands. 

However, this study has several limitations that must be acknowledged. Conducted within 
a specific sample of Islamic schools in Pekalongan, the findings may not be generalizable to 
other regions with different curricular frameworks. Additionally, while the sample sizes were 
adequate, they may not fully capture the variability among student populations. The study pri-
marily focused on mathematical literacy, leaving the integration of other subjects under-
explored. Future research should investigate the applicability of MCMC methods across a 
wider range of educational outcomes, including non-cognitive skills and character develop-
ment, and consider longitudinal studies to track performance over time. Finally, cross-
cultural studies could yield valuable insights into the effectiveness of Bayesian methods in 
various educational contexts, ultimately informing best practices for educational 
measurement in Islamic education and beyond.  

Contribution of the Article to the Related Field of Study 

This article contributes to the field of psychometrics by developing a Bayesian Markov 
Chain Monte Carlo (MCMC) approach for parameter estimation in Item Response Theory (IRT), 
particularly in the context of Islamic schools in Pekalongan Regency/City, which face 
challenges related to small sample sizes. This approach enhances estimation accuracy by 
leveraging prior distributions based on contextual knowledge and addresses the biases often 
encountered in traditional methods such as maximum likelihood estimation. The study is 
highly relevant to Islamic education, offering practical guidance for data-driven educational 
evaluation in resource-constrained settings. Furthermore, it enriches the literature on 
Bayesian methods in psychometric analysis, promoting the adoption of more robust and 
flexible approaches for IRT model analysis while providing a foundation for future research 
in educational assessment. 
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